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Abstract 

 
As the social economic activities grow variously in recent days, an advanced 

traffic control system corresponding to the changes of road traffic circumstances 

becomes an urgent matter. This research suggests two techniques based on picture taken by 

digital camera placed at fixed position in the traffic light with specific resolution and distance. 

The resulted image will be preprocessed (subtract image from its background, remove noisy 

small objects) then use two techniques queue length (find out the length of car queue on road 

depending on the distance between the two end points on road line), and vehicle counting (by 

performing image segmentation and count out segments that satisfy the proper size of 

vehicle).To measure the queue length or to count the number of the vehicles, edge detection (in 

this research Sobol edge detection method is used) and segmentation (based on region growing) 

are needed. Finally, an equation to find out the estimated time and actual time is suggested to 

determine the estimated time reference for optic Green. 

The two suggested techniques compared from two points of views: time needed to make 

decision of green-light period, and the suggested estimated time by the technique with respect to 

the actual time needed.   

As a result, it was found the vehicle counting technique is recommended to be used 

since it shows better performance from decision making time and estimated time with respect to 

actual. Also the Impact of image quality (low and high density of vehicles on road) is studied, 

where it was found that the queue suit high density road vehicle counting suit low density road, 

but generally segmentation suitable for both types. 
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1.1    Overview  

As driving around town on daily travel, one may find himself stuck in traffic and 

receiving poor gas mileage. One of the main reasons could be the poor design of the 

traffic light system.  A report card released in 2001 shows traffic signals across the 

world are largely inefficient and could increase road rage and pollution. The report 

says Out-of-whack signals cause too much stop-and-go traffic, which bother drivers, 

wastes gas and increases air fumes. [GRE 05]. 

Most areas don't have: a feasible plan for traffic signal operation, staff to 

monitor traffic before and after normal work hours, and don't conduct (see Figure 

1.1). Traffic signals must be instructed when to change phase. They can also be 

coordinated so that the phase changes called for occur in some relationship with 

traffic monitoring, and nearby signals. Mainly there are two types of traffic control: 

fixed time control and dynamic time control. 

 

                           Figure 1.1 Traffic Jam.[INT 09]. 

 The traffic congestion occurs when too many vehicles attempt to use a 

common city road with limited capacity. The efficient, safe, and less polluting 

transportation of persons and goods calls for an optimal utilization of the available 

infrastructure via suitable application of a variety of traffic control measures. Traffic 

control directly depends on the efficiency and relevance of the employed control 

methodologies, [MAR 03]. Due to the importance of real time (dynamic) traffic 

control, more and more researcher investigated the real time vision based 

transportation surveillance system .They deliberate to analysis and detect the objects 
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first then counting the number of cars after that, extrapolate the transportation 

information of the main urban road. [HSU 03] [HAR 00] [GIU 02]. 

1.2 Traffic Light Control Methodologies 

Generally, there are two types of controllers: fixed time controller at which 

the interval of each phase is fixed and determined manually by traffic center, and 

dynamic traffic controller at which duration of each phase depends on transportation 

surveillance system. 

1.2.1. Fixed Time Control 

 With this type of control the duration and the order of all green phases is fixed. 

Traffic signal phase changes are based on one of three systems: Pre-timed, semi-

actuated, and fully-actuated. The simplest control system uses a timer (fixed-time). 

Each phase of the signal lasts for a specific duration before the next phase occurs; this 

pattern repeats itself regardless of traffic. Many older traffic light installations still 

use this type. The main advantage is that the simplicity of the control enables the use 

of simple and inexpensive equipment.  

Today, most major cities use fixed-time traffic control systems, which divide a 

typical day into several sessions according to prevailing traffic conditions. In each 

session, the timing of the traffic signals is fixed and unresponsive to real-time traffic 

conditions. Some modern systems work using detectors installed beneath the road 

surface. When the system detects that the traffic pattern has changed substantially, it 

selects another pre-calculated timing program. Nevertheless, the timing of such 

programs is still fixed. 

 The weakness in these static control systems and big disadvantage is that they 

cannot adapt itself to the dynamic nature of changing traffic conditions. They only 

provide reasonable performance when actual traffic conditions match the predefined 

conditions which were used to calculate the original fixed-time programs.  

In the real world, it is not uncommon for these timing programs to under-utilize 

the green time, allowing situations where there is no vehicle crossing the road 

junction when the light is green (see Figure 1.2), [CHA 96] [GRE 05] . 
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Figure 1.2  Fixed Traffic Control.[INT 09]. 

 For example, the system may set the green time for 25 vehicles to pass through 

a junction by assuming that all 25 vehicles have already built up behind the traffic 

light. However, in reality, the road section may only accommodate 8 vehicles. The 

remaining 17 vehicles may still not have arrived at the junction, and thus the green 

time reserved for these 17 vehicles will be wasted. In addition, oncoming vehicles 

may gradually accumulate behind the junction and create further delays. 

Subsequently, in rush hours, if traffic flow is effectively coordinated and green 

time utilized to allow just a few more vehicles to cross the junction, much of the 

traffic congestion can be significantly relieved. 

1.2.2 Dynamic Traffic Control 

More sophisticated control systems use electronic detector loops, which are 

sensors buried in the pavement to detect the presence of traffic waiting at the light, 

and thus can avoid giving the green light to an empty road while motorists on a 

different route are stopped. A timer is frequently used as a backup in case the sensors 

fail; an additional problem with sensor-based systems is that they may fail to detect 

vehicles such as motorcycles or bicycles and cause them to wait forever (or at least 

until a detectable vehicle also comes to wait for the light). The sensor loops typically 

work in the same fashion as metal detectors; small vehicles or those with low metal 

content may fail to be detected. It is also commonplace to alter the control strategy of 

a traffic light based on the time of day and day of the week, or for other special 

circumstances (such as a major event causing unusual demand at an intersection), 

(See Figure 1.3). [CHA 96], [GRE 05]. 

http://en.wikipedia.org/wiki/Detector_loops
http://en.wikipedia.org/wiki/Sensor
http://en.wikipedia.org/wiki/Motorcycle
http://en.wikipedia.org/wiki/Bicycle
http://en.wikipedia.org/wiki/Metal_detector
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                          Figure 1.3 Dynamic Traffic Controls.[INT 09]. 

In 1993, the synthetic and epoch-making traffic management system, Universal 

Traffic Management Society of Japan (UTMS), was established. Among the purposes 

of UTMS, especially Integrated Traffic Management System (ITCS) aims at the 

development of a more optimum signal control algorithm which can corresponds to 

the every moment changing traffic situation.  

1.3  Problem Description   

One of the major problems concerning traffic control is to try to provide a 

dynamic system that makes decision when to change the traffic signal phase through 

specifying the jam points in the road. The main advantages of such systems are to:  

1. Reduces traffic congestion: such system substantially reduces traffic 

congestion by accurate signal controller operation to suit prevailing traffic 

conditions ensure traffic safety and smooth traffic flow. 

2. Reduces traffic accidents: The system reduces traffic accidents by smoothing 

traffic flow.  

3. Reduces traffic pollution: reduces the number of vehicle's stopping due to 

traffic congestion to cut exhaust gas and noise emitted in stopping and starting 

vehicles, thus reduces traffic pollution. 

4. Saves energy and preserves the environment: makes traffic flow smoother and 

reduces travel time to destinations to save energies such as gasoline and light 

oil. 

5. Reduce travel time. 



www.manaraa.com

 31 

    Such system can be implemented through identifying the traffic jam on road. 

One of methods used to do so is based on image processing at which number of 

vehicles in the road should be determined.  

1.4 Literature Review 

With respect to the research on traffic control based on image processing, 

attracted a growing number of computer scientists and they have proposed several 

different intelligent systems. This section is devoted to survey and to present some of 

the related research works. 

1. M. Fathy and M.Y. Siyal, [FAT 95], the real-time measurement of various 

traffic parameters including queue parameters is required in many traffic 

situations such as accident and congestion monitoring and adjusting the 

timings of the traffic lights. In case of the queue detection, at least two 

algorithms have been proposed by previous researchers. Those algorithms are 

used for queue detection and are unable to measure queue parameters. The 

authors propose a method based on applying the combination of noise 

insensitive and simple algorithms on a number of sub-profiles (a one-pixel-

wide key-region) along the road. The proposed queue detection algorithm 

consists of motion detection and vehicle detection operations, both based on 

extracting edges of the scene, to reduce the effects of variation of lighting 

conditions. To reduce the computation time, the motion detection operation 

continuously operates on all the sub-profiles, but the vehicle detection is only 

applied to the tail of the queue. The proposed algorithms have been 

implemented on an 80386-based microcomputer system and the whole system 

works in real-time. 

2. Z. Zhu, B. Yang, G. Xu, and D. Shi, [ZHU 96], the authors present a novel 

approach using 2D spatio-temporal images for automatic traffic monitoring. A 

TV camera is mounted above the highway to monitor the traffic through two 

slice windows for each traffic lane. One slice window is along the lane and the 

other perpendicular to the lane axis. Two types of 2D spatio-temporal (ST) 

images are used in the system: the panoramic view image (PVI) and the 

epipolar plane image (EPI). The real-time vision system for automatic traffic 

monitoring, VISATRAM, an inexpensive system with a PC 486 and an image 

http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=IEEDRL&possible1=Fathy%2C+M.&possible1zone=author&maxdisp=25&smode=strresults&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=IEEDRL&possible1=Siyal%2C+M.Y.&possible1zone=author&maxdisp=25&smode=strresults&aqs=true
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frame grabber has been tested with real road images. Not only can the system 

count the vehicles and estimate their speeds, but it can also classify the 

passing vehicles using 3D measurements (length, width and height). The 

VISATRAM works robustly under various light conditions including shadows 

in the day and vehicle lights at night, and automatically copes with the gradual 

and abrupt changes of the environment. 

3. Markus Ebbecke, Majdi Ben Hadj Ali, Andreas Dengel [MAR 97], in 

cooperation with the traffic and transport research group at the University of 

Kaiserslautern the researchers conceived and implemented an automatic real 

time object detection, tracking and classification system working on color 

image sequences, taken by a static camera. The system is employed by 

researcher to detect conflict situations in traffic scenes. The main 

requirements for the system were real time ability and implementation on 

cheap standard hardware. In this paper, the writer proves that it is possible to 

develop a system that runs in real time on standard hardware. For traffic 

researchers, such an automatic system is the basis for the examination of 

traffic situations over a long period of time. 

4. Rita Cucchiara, Member, IEEE, Massimo Piccardi, Member, IEEE, and Paola 

Mello [RIT 00], this research presents an approach for detecting vehicles in 

urban traffic scenes by means of rule-based reasoning on visual data. The 

strength of the approach is its formal separation between the low-level image 

processing modules and the high-level module, which provides a general-

purpose knowledge-based framework for tracking vehicles in the scene. The 

image-processing modules extract visual data from the scene by spatio-

temporal analysis during daytime, and by morphological analysis of 

headlights at night. The high-level module is designed as a forward chaining 

production rule system, working on symbolic data, i.e., vehicles and their 

attributes (area, pattern, direction, and others) and exploiting a set of heuristic 

rules tuned to urban traffic conditions. The synergy between the artificial 

intelligence techniques of the high-level and the low-level image analysis 

techniques provides the system with flexibility and robustness. 

5. Lipton, H. Fujiyoshi, and R. Patil, [LIP 98]  this paper describes an end-to-end 

method for extracting moving targets from a real-time video stream, 
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classifying them into predefined categories according to image-based 

properties, and then robustly tracking them. Moving targets are detected using 

the pixelwise difference between consecutive image frames. A classification 

metric is applied these targets with a temporal consistency constraint to 

classify them into three categories: human, vehicle or background clutter. 

Once classified, targets are tracked by a combination of temporal differencing 

and template matching. The resulting system robustly identifies targets of 

interest, rejects background clutter, and continually tracks over large distances 

and periods of time despite occlusions, appearance changes and cessation of 

target motion. 

6. Y. L. Murphey, H. Lu, S. Lakshmanan, R. Karlsen, G. Gerhart, and T. 

Meitzler, [MUR 99] , the researchers present an intelligent system, Dyta 

(dynamic target analysis), for moving target detection. Dyta consists of two 

levels of processes. At the first level it attempts to identify possible moving 

objects and compute the texture features of the moving objects. At the second 

level, Dyta inputs the texture features of each moving object to a fuzzy 

intelligent system to produce the probability of moving targets. The three 

major algorithms of Dyta, the moving target tracking algorithm, the Gabor 

multi-channel filtering, and fuzzy learning and inference, are presented in the 

paper. They conducted extensive experiments on the Dyta system using 

images captured in outdoor environments.  

7. Lawrence Y. Deng, Nick C. Tang, Dong-liang Lee, Chin Thin Wang and 

Ming Chih Lu [LAW 05], The adaptive urban traffic signal control (TSC) 

system became a development trend of intelligent transportation system (ITS). 

they investigated the vision based surveillance and to keep sight of the 

unpredictable and hardly measurable disturbances may perturb the traffic 

flow. they integrated and performed the vision based methodologies that 

include the object segmentation, classify and tracking methodologies to know 

well the real time measurements in urban road. According to the real time 

traffic measurement, the adaptive traffic signal control algorithm to settle the 

red–green switching of traffic lights both in ―go straight or turn right‖ and 

―turn left‖ situations is derived. By comparing the experimental result 

obtained by original traffic signal control system which improves the traffic 
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queuing situation, they confirm the efficiency of vision based adaptive TSC 

approach. In the experiment results, they diminished approximately 20% the 

degradation of infrastructure capacities. 

8. Richard Lipka, Pavel Herout, [RIC 08] , This paper describes behavior and 

implementation of light signalization in urban traffic simulator JUTS. Traffic 

lights are necessary part of urban traffic network and they allow using JUTS 

in experiments dealing with impact of time plans to traffic situation. 

9. Alvaro Soto and Aldo Cipriano, [ALV 96], This paper describes a computer 

vision system for the real time measurement of traffic flow. The traffic images 

are captured by a video camera and digitized into a computer. The measuring 

algorithms are based on edges detection and comparison between a calculated 

reference without vehicles and the current image of traffic lanes. Tests under 

real traffic conditions were satisfactory, with over 90% of accuracy and error 

below 5%.  

10.  Michele Zanin, Stefano Messelodi , Carla Maria Modena[MIC 03], This 

paper describes a method for the real-time measurement of vehicle queue 

parameters in a video-based traffic monitoring experimental system. The 

method proposed here is based on vehicle presence detection and movement 

analysis in video sequences acquired by a stationary camera. Queues are 

detected and characterized by a severity index. Intensive experiments show 

the robustness of the method under varying illumination and weather 

conditions. The system is presently undergoing an on-field testing phase in a 

double ways road near Trento, Italy, where queues frequently occur.  

 

1.5 Research Objectives and Statement of The Problem. 

Automatic traffic scene analysis is very interesting in the context of traffic 

planning and monitoring. The main objective of the proposed research is to construct 

a system that makes dynamic decision on traffic control (when to change phase of 

traffic signal) through analyzing the road image and identify the traffic load on a 

road. The main points that will be covered are:   

http://portal.acm.org/author_page.cfm?id=81309512588&coll=GUIDE&dl=GUIDE&trk=0&CFID=14102222&CFTOKEN=60577808
http://portal.acm.org/author_page.cfm?id=81100442506&coll=GUIDE&dl=GUIDE&trk=0&CFID=14102222&CFTOKEN=60577808
http://portal.acm.org/author_page.cfm?id=81100313480&coll=GUIDE&dl=GUIDE&trk=0&CFID=14102222&CFTOKEN=60577808
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Perform some preprocessing operations on road image (image resizing, edge 

detection and segmentation). 

Propose two algorithms to specify traffic load through: 

A.  Measure the length of the queues on road using edge detection of road 

ends (front and rear), then specify number of vehicles. 

B. Count number of vehicles after performing image segmentation. 

Find out the estimated time for both algorithms 

Analyze and test the proposed algorithms by comparing the results (number of 

vehicles and estimated time) of each method with the actual number of 

vehicles and actual time. Finally, suggest the best algorithm based on the 

comparison results. 

1.6 Thesis Layout 

Chapter two describes the Main principles of image processing used in the 

proposed technique.  Chapter three describes the technique developed in this thesis. 

Chapter four presents the experimental results. The last chapter summarizes the 

conclusion and direction for future work.  
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Chapter   Two  

 

 

Main Principles of 

Image Processing 
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2.1  Introduction    

The traffic control consideration is an old problem at which many methods are 

used to solve it. Counting the number of vehicles in the road has become one of the 

most important technologies during the last decades.  

Over the last few decades, road traffic analysis has attracted several researchers, 

who conducted relevant studies and contributed their experiences in applying image 

processing and computer vision techniques to analyze the road traffic and address 

several associated problems.  

The main issue of this thesis is to use a camera to count the vehicles within a 

road during a certain period of time based on image processing at which certain 

image morphology, edge detection and segmentation are need to develop traffic 

control system. 

This Chapter describes the main principles of image processing used in the 

proposed technique to detect vehicle at the image and count them. Some of the 

Morphology of image processing used to analysis the images will be illustrated. Next 

section covers some of image enhancement operations used in the proposed technique 

like image subtraction, image negatives, intensity thresholding, in addition to edge 

detection, and image segmentation with segment labeling. 

2.2 Main Principles of Image Processing                  

The field of image processing has grown considerably during the past decade 

with the increased utilization of imagery in myriad applications coupled with 

improvements in the size, speed, and cost effectiveness of digital computers and 

related signal processing technologies. Image processing has found a significant role 

in scientific, industrial, space, and government applications.  

An image may be defined as a two-dimensional function, f(x, y), where x and 

y are spatial (plane) coordinates, and the amplitude of f at any pair of coordinates (x, 

y) is called the intensity or gray level of the image at that point. When x, y, and the 

amplitude values of f are all finite, discrete quantities, we call the image a digital 

image [GON 08]. Image could be classified as palette images at which images 

contains palette which provide certain number of colors (binary, grayscale, colored 
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images) and the pixel represents an index to the palette, or true color image each 

pixel consists of  3 bytes (Red, Green, Blue). In this research, true color images need 

to be transformed to and grayscale images and binary image (black and white). 

 Image Grayscale:  In photography and computing, a grayscale or grayscale 

digital image is an image in which the value of each pixel is a single sample, 

that is, it carries only intensity information. Images of this sort, also known as 

black-and-white, are composed exclusively of shades of gray, varying from 

black at the weakest intensity to white at the strongest. 

Grayscale images are distinct from one-bit black-and-white images, which 

in the context of computer imaging are images with only the two colors, 

black, and white (also called bilevel or binary images). Grayscale images have 

many shades of gray in between. Grayscale images are also called 

monochromatic, denoting the absence of any chromatic variation. 

 Binary Image: The identification of objects within an image can be a very 

difficult task. One way to simplify the problem is to change the grayscale 

image into a binary image, in which each pixel is restricted to a value of either 

0 or 1. Numerically, the two values are often 0 for black, and either 1 or 255 

for white.  

Binary images are often produced by thresholding a grayscale or color 

image, in order to separate an object in the image from its background. The 

color of the object (usually white) is referred to as the foreground color. The 

rest (usually black) is referred to as the background color. However, 

depending on the image which is to be thresholded, this polarity might be 

inverted, in which case the object is displayed with 0 and the background is 

with a non-zero value.  

   Some morphological operators assume a certain polarity of the binary input 

image so that if we process an image with inverse polarity the operator will have the 

opposite effect. For example, if we apply a closing operator to a black text on white 

background, the text will be opened.  

 

 

http://en.wikipedia.org/wiki/Photography
http://en.wikipedia.org/wiki/Computing
http://en.wikipedia.org/wiki/Digital_image
http://en.wikipedia.org/wiki/Pixel
http://en.wikipedia.org/wiki/Sample_(signal)
http://en.wikipedia.org/wiki/Intensity
http://en.wikipedia.org/wiki/Black-and-white
http://en.wikipedia.org/wiki/Gray
http://en.wikipedia.org/wiki/Black-and-white
http://en.wikipedia.org/wiki/Color
http://en.wikipedia.org/wiki/Black
http://en.wikipedia.org/wiki/White
http://en.wikipedia.org/wiki/Binary_image
http://en.wikipedia.org/wiki/Monochromatic
http://en.wikipedia.org/wiki/Chromaticity
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2.3 Image Subtraction 

An image subtraction algorithm is used to separate an object in the image from 

its background (in this project to recognize a moving object). The major reason for 

using this algorithm is that it is simple and can be implemented by the limited real-

time processing capabilities of the image processing board. It turned out to work 

acceptably well.  It simply compares the previous frame image with the current one. 

The result of the subtraction is visible from the monitor, which shows the same data 

as is ``seen'' by the computer, i.e. if something is moving, then a white pixel shows up 

on the screen in that position. It could be obtained by computing the difference 

between all pairs of corresponding pixels from f and h (were f and h are the two 

image that are to be subtracted). The key usefulness of subtraction is the enhancement 

of differences between images. Subtraction of two images is often used to detect 

motion. Consider the case where nothing has changed in a scene; the image resulting 

from subtraction of two sequential images is filled with zeros-a black image. If 

something has moved in the scene, subtraction produces a nonzero result at the 

location of the movement [GON 08].  

 

 

 

                          Image A                                               Image B 

 

 

     

                         NOT (B)                                             OR (A, B) = A * B           

             Figure  2.1  Boolean Logical Rules. [CON08]. 

As result of image subtraction, noise objects could appear, for that, it is usually 

necessary to perform a high degree of noise reduction on the image before performing 

higher-level processing steps, such as edge detection, segmentation, etc. 
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2.4 Noise Removal and Filtering 

Digital images are prone to various noise types. Noise is the result of errors in 

the image acquisition process that result in pixel values that do not reflect the true 

intensities of the real scene. Linear filtering could be used to remove certain types of 

noise. Certain filters, such as averaging or Gaussian filters, are appropriate for this 

purpose. For example, an averaging filter is useful for removing grain noise from a 

photograph. Because each pixel gets set to the average of the pixels in its 

neighborhood, local variations caused by grain are reduced. 

Median filtering is another type of filtering that acts almost like average filter. 

In average filtering, each output pixel is set to an average of the pixel values in the 

neighborhood of the corresponding input pixel. However, with median filtering, the 

value of an output pixel is determined by the median of the neighborhood pixels, 

rather than the mean. The median is much less sensitive than the mean to extreme 

values (called outliers). Median filtering is therefore better able to remove these 

outliers without reducing the sharpness of the image, [GON 08] [MAT 09]. 

The median filter is a non-linear digital filtering technique, often used to remove 

noise from images or other signals. It is particularly useful to reduce speckle noise 

and salt and pepper noise. Its edge-preserving nature makes it useful in cases where 

edge blurring is undesirable. The idea is to pick a pixel, calculate the median of 

neighboring pixels' values by sort the neighboring pixels in numerical order, pick 

the median value and make it the pixels value. Repeat this process for each pixel in 

the image. 

2.5 Edge Detection 

Edges are significant local changes of intensity in an image. Typically occur on 

the boundary between two different regions in an image [MIK 96]. Edge is the 

boundary between two regions with relatively distinct gray-level properties. The goal 

of edge detection is to mark the points in a digital image at which the luminous 

intensity changes sharply, [TIN 05]. 

Goal of edge detection is to produce a line drawing of a scene from an image of 

that scene and important features that can be extracted from the edges of an image 

http://en.wikipedia.org/wiki/Digital_image
http://en.wikipedia.org/wiki/Luminous_intensity
http://en.wikipedia.org/wiki/Luminous_intensity
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(e.g., corners, lines, curves). These features are used by higher-level computer vision 

algorithms (e.g., recognition). 

There are many ways to perform edge detection. However, most of them may be 

grouped into two categories, gradient and Laplacian. The gradient method detects the 

edges by looking for the maximum and minimum in the first derivative of the image. 

The Laplacian method searches for zero-crossings in the second derivative of the 

image to find edges, [MIK 96]. 

Edge detection of an image reduces significantly the amount of data and filters 

out information that may be regarded as less relevant, preserving the important 

structural properties of an image. There are different algorithm that could be used to 

perform edge detection, such as: 

1-Canny: The Canny edge detection operator was developed by John F. 

Canny in 1986 and uses a multi-stage algorithm to detect a wide range of edges in 

images. Most importantly, Canny also produced a computational theory of edge 

detection explaining why the technique works. The Canny Edge Detection Algorithm 

is illustrated in Appendix (A), and The behavior of  canny  algorithm is shown in 

figure 2.2.  

 

 
 

Figure 2.2 Canny Edge Detection. [KOB 07]. 

2-Prwitte: Prewitt is a method of edge detection in computer graphics which 

calculates the maximum response of a set of convolution kernels to find the local 

edge orientation for each pixel. Various kernels can be used for this operation. The 

Prewitt operator measures two components. The vertical edge component is 

calculated with kernel Kx and the horizontal edge component is calculated with 

kernel Ky. |Kx| + |Ky| gives an indication of the intensity of the gradient in the current 

pixel. 

http://en.wikipedia.org/wiki/Edge_detection
http://en.wikipedia.org/wiki/Computer_graphics
http://en.wikipedia.org/wiki/Convolution_kernel
http://en.wikipedia.org/wiki/Pixel
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     Kx=                                                                                     Ky=                                                                                                                                   

 

 

The behavior of Prewitt algorithm is shown in Figure 2.3. 

                 

 

Figure 2.3 Prewitt Edge Detection.[KOB 07]. 

3-Sobel operator is an operator used in image processing, particularly within edge 

detection algorithms. Technically, it is a discrete differentiation operator, computing 

an approximation of the gradient of the image intensity function. At each point in the 

image, the result of the Sobel operator is either the corresponding gradient vector or 

the norm of this vector. The behavior of  Sobel  algorithm is shown in figure 2.4 . 

-1 0 +1 

-1 0 +1 

-1 0 +1 

+1 +1 +1 

0 0 0 

-1 -1 -1 

http://en.wikipedia.org/wiki/Image_processing
http://en.wikipedia.org/wiki/Edge_detection
http://en.wikipedia.org/wiki/Edge_detection
http://en.wikipedia.org/wiki/Difference_operator
http://en.wikipedia.org/wiki/Image_gradient
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Figure 2.4 Sobel Edge Detection. [KOB 07]. 

The Sobel operator is the magnitude of the gradient computed by:  

  ………………….(4.1), [CON 08]. 

where the partial derivatives are computed by: 

 ……………….(4.2), [CON 08].   

with the constant c = 2. 

Sobel edge detection operation extracts all of edge in an image, regardless of 

direction. The Sobel operation has the advantage of providing both a differencing and 

smoothing effect. Sx and Sy can be implemented using convolution masks is defined 

as follows. 
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It is a discrete differentiation operator, computing an approximation of the 

gradient of the image intensity function. At each point in the image, the result of the 

Sobel operator is either the corresponding gradient vector or the norm of this vector. 

The Sobel operator is based on convolving the image with a small, separable, and 

integer valued filter in horizontal and vertical direction and is therefore relatively 

inexpensive in terms of computations.  

On the other hand, the gradient approximation which it produces is relatively 

crude, in particular for high frequency variations in the image, [GON 08]. 

Morphological operations may be needed after edge detection to fill holes and 

closing short gaps in strokes. 

2.6 Morphological Processing 

Morphological image processing is a type of processing in which the spatial 

form or structure of objects within an image is modified. Morphological image 

processing techniques are useful for extracting image components that are helpful in 

representing and describing region shapes. The filters can be described using set of 

theoretic notation and implemented using simple computer algorithms, [GON 08].  

Morphology is a broad set of image processing operations that process images 

based on shapes. These operations apply a structuring element to an input image, 

creating an output image of the same size. In a morphological operation, the value of 

each pixel in the output image is based on a comparison of the corresponding pixel in 

the input image with its neighbors. By choosing the size and shape of the 

neighborhood, you can construct a morphological operation that is sensitive to 

specific shapes in the input image. 

The most basic morphological operations are dilation, erosion, open and close 

(see figure 2.5). 
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Figure 2.5 Morphological Operations. [CON 08]. 

Dilation adds pixels to the boundaries of objects in an image, while erosion 

removes pixels on object boundaries. The number of pixels added or removed from 

the objects in an image depends on the size and shape of the structuring element used 

to process the image. In the morphological dilation and erosion operations, the state 

of any given pixel in the output image is determined by applying a rule to the 

corresponding pixel and its neighbors in the input image. The rule used to process the 

pixels defines the operation as dilation or erosion, [GON 08][MAT 09] 

Dilation and erosion are often applied to an image in concatenation. Dilation 

followed by erosion is called a close operation, where it should be noted that erosion 

is performed with the reflection of the structuring element. Closing of an image with 

a compact structuring element without holes (zeros), such as a square or circle, 

smooth contours of objects, eliminates small holes in objects, and fuses short gaps 

between objects. 

An open operation consists of erosion followed by dilation. Where again, the 

erosion is with the reflection of the structuring element. Opening of an image 

smoothes contour of objects, eliminates small objects, and breaks narrow strokes, 

[GON 08] [TIN 05]. 
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2.7 Image Segmentation 

The goal of image segmentation is to cluster pixels into salient image regions, 

i.e., regions corresponding to individual surfaces, objects, or natural parts of objects. 

Image segmentation is one of the primary steps in image analysis for object 

identification. The main aim is to recognize homogeneous regions within an image as 

distinct and belonging to different objects.  

Partitioning of an image into several constituent components is called 

segmentation. Segmentation is an important part of practically any automated image 

recognition system, because it is at this moment that one extracts the interesting 

objects, for further processing such as description or recognition. Segmentation of an 

image is in practice the classification of each image pixel to one of the image parts 

,[GON 08]. 

A central problem, called segmentation, is to distinguish objects from 

background. For intensity images four popular approaches are: threshold techniques, 

edge-based methods, region-based techniques, and connectivity-preserving relaxation 

methods. 

 Threshold technique:  Threshold techniques, which make decisions based on 

local pixel information, are effective when the intensity levels of the objects 

fall squarely outside the range of levels in the background. Because spatial 

information is ignored, however, blurred region boundaries can create havoc.  

 Edge-based methods:  center around contour detection: their weakness in 

connecting together broken contour lines make them, too, prone to failure in 

the presence of blurring.  

 Region-based method:  the image is partitioned into connected regions by 

grouping neighboring pixels of similar intensity levels. Adjacent regions are 

then merged under some criterion involving perhaps homogeneity or 

sharpness of region boundaries. Over stringent criteria create fragmentation; 

lenient ones overlook blurred boundaries and over merge. Hybrid techniques 

using a mix of the methods above are also popular.  

 Connectivity-preserving relaxation-based segmentation method: usually 

referred to as the active contour model, was proposed recently. The main idea 
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is to start with some initial boundary shape represented in the form of spline 

curves, and iteratively modifies it by applying various shrink/expansion 

operations according to some energy function. Although the energy-

minimizing model is not new, coupling it with the maintenance of an ``elastic'' 

contour model gives it an interesting new twist. As usual with such methods, 

getting trapped into a local minimum is a risk against which one must guard; 

this is no easy task, [GON 08].  

Segmentation stage does not worry about the identity of the objects. They can be 

labeled later. The first region growing method was the seeded region growing 

method. This method takes a set of seeds as input along with the image. The seeds 

mark each of the objects to be segmented. The regions are iteratively grown by 

comparing all unallocated neighboring pixels to the regions. The difference between a 

pixel's intensity value and the region's mean, δ, is used as a measure of similarity. 

The pixel with the smallest difference measured this way is allocated to the respective 

region. This process continues until all pixels are allocated to a region. 
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Chapter  Three  

 

 

System Development  

 

 

 

 

 

 



www.manaraa.com

 57 

3.1  Introduction   

Pattern recognition and computer vision receive as an input image and produces 

descriptive information concerning the received image. Pattern recognition and 

computer vision are important activities in many domains such as: medicine (for 

example it can be used in cancer-cells detection), space, handwriting recognition, 

biometric identification, document classification, industry, optical character 

recognition, internet search engines. Pattern recognition could be used to discriminate 

objects in an image through image segmentation, edge detection and classification. 

One of the applications that make use of object discrimination is in traffic control. 

The traffic control problem considered as an old problem at which there are a 

variety of monitoring systems used for counting vehicles, such as infrared detectors 

and cable to counting wheels, or through road image analysis which is the core this 

research.  

In this research, traffic jam could be identified through analyzing the image shut 

taken by digital camera, with specific resolution and distance. Two approaches are 

suggested to find out the traffic jam and make decision about the time needed for 

green light that will reduce traffic jam, the first one through detecting the queue-

length of vehicles on a track, while the second one by counting number of the 

vehicles on a track based on object discrimination. Image processing techniques are 

used to analysis current traffic situation form received image, then a signal is send to 

control traffic light’s scope to advance to the higher class the traffic condition. 

Counting vehicles or knowing cars-queue-length from an image in noisy 

environment is a challenging task. This research proposes a technique that uses one 

camera to detect the vehicle position and to count number of cars. The proposed 

technique is mainly based on image segmentation. 

The proposed technique to vehicle counting is to detect vehicles to find the 

number of vehicles at every image. At first, compare current image with background 

to calculate the final number of entering vehicles in area of traffic. 

This chapter discusses the camera view of the proposed technique, and then 

describes how to detect vehicles including queuing and segmentation model. The next 
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section describes the vehicles counting algorithm associated with the flow Chart of 

the proposed techniques. The chapter also points out the main steps used in the 

suggested system. Finally, the two suggested approaches will be explained and there 

behavior will be discussed. 

3.2 Camera View 

As well known that roads could be of different forms and different number of 

tracks, also the traffic light could be used to control competing flows of traffic in the 

road. In this research, the suggested system is used to control traffic flow on one way 

of road, (One camera is needed) .so to achieve full road control, four cameras are 

needed. This technique depends mainly upon the vehicles and the road tracks, so that 

it is necessary to pay attention to the location of the camera. Camera should be 

located in a central road that allows it to take images clearly as shown in (Figure 3.1). 

 

 

 

 

 

 

 

 

 

 

Figure 3.1   Camera View 
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The proposed technique doesn't need any other sensors except the fixed 

camera to capture images and also there is no need to any equipment other than a PC 

to analyze data. 

3.3 Image Description 

To evaluate the performance of the suggested approaches, about 50 image is 

taken. Photo specifications are as shown in Table 3.1 . 

 

 Table 3.1  Photo Specifications 

3.4 System Model  

Detecting Vehicles in images is a fundamental task for realizing surveillance 

systems or intelligent vision based human computer interaction. The proposed system 

is divided in to two techniques: the first depends on Vehicle detection to count the 

number of cars, and second depends on length of Vehicle-queue to compute number 

of cars on road track. The suggested system mainly consists of three phases: 

preprocessing phase, image analysis phase (consists of two modules queue length and 

Counting Vehicles), and the timing decision phase (as illustrated in Figure 3.2). 

 

 

 

 

 

 

  Figure 3.2 System Model 
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3.4.1 Preprocessing Phase 

In this research, the image of road when it is empty is needed (call it 

Background image) in addition to the image taken every one day and if any image 

don’t have any vehicles or any thing its background and take it in memory (update 

background). For the road (call it traffic image) to perform background subtraction 

which is a simple and effective technique to extract the foreground objects from the 

scene. Background subtraction is considered one of the major steps to perform image 

analysis to control traffic. Before starting with image analysis, the following steps are 

needed: 

1. Read image data for base image and traffic image. (See Figure 3.3). 

                

               

                         Figure 3.3 Sample Of Input Image 

The system will accept as input an image of any size, the image will be 

resized to 897×830 to have standard image size. 

2. Convert  both image background and traffic-image to grayscale(as shown in Figure 

3.4) RGB colors are specified in terms of the three primary colors: red (R), green (G), 
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and blue (B). RGB values could be converted to grayscale values by forming a 

weighted sum of the R, G, and B components:   

  Grayscale = 0.2989 * R + 0.5870 * G + 0.1140 * B  ---- (3.1).  [CON 08],[MAT 09]. 

 Grayscale is a data matrix whose values represent intensities within some range.  

              

      Image before convert                          image after convert 

 Figure 3.4 RGB Image Converted To Grayscale  

3. Create Mask: A Region Of Interest (ROI) is a portion of an image that you want to 

filter or perform some other operation on. The resulting image contains the entire 

region of interest, where region of interest signifies the region in the image where 

the queues of vehicles are expected. 

This method is intended to separate the part of the road where vehicles are 

moving in one direction Figure 3.5 (a). This action is essential because it simplify 

an information processing extracted from more than one image. Masking algorithm 

is given by formula (3.2): 

               N(p) = M(p) × V (p)                        --------------------(3.2). [MAT 09]. 

where M(p) is an image point value in primary frame, N(p) is a new image point 

in the output image Figure 3.5 (b), V (p) is mask value for point p: V (p) = 0 if 

corresponding pixel is eliminated, otherwise V(p)=1. Masking is applied to each 

RGB color separately. 



www.manaraa.com

 62 

                             

            (a) Before Masking.                          (b) After Masking. 

                                         Figure 3.5 Image Masking 

It is convenient to constrain lane mask by using graphical editor especially 

created for system configuration. This feature connects sharp points given by user 

into persistent curve. As a first step, one should select a portion of the image (either 

by machine or manually) such that it contains entire region of interest. [ATK 05]. 

 4. Image Subtraction: It is the method to calculate a difference between the input 

image and the background image (Subtract Background image from traffic image) 

which is a road surface image including no vehicles. By processing this method, a 

background difference image which is only of vehicles is made(see Figure 3.6). The 

subtraction of two images is performed straightforwardly in a single pass. The 

output pixel values are given by Equation  (3.3):  

                      D (X,Y)= C (X,Y) – B (X,Y)  -----------(3.3). [MAT 09] 

Where D(X,Y) is the difference image, C(X,Y)  is  the traffic  image, B(X,Y)  

is the background image. 

 

Figure 3.6 Image Subtraction 
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5. Convert result image to binary image, based on threshold, applying binary image 

thickening to prevent total erasure and to ensure connectivity of edges(see Figure 

3.7) The difference image needs to be transformed into binary image by: 

                       0    , if |Di(x,y)| < T 
            Ri(x,y)=                                                ----------(3.4). [CON 08],[MAT 09]. 

                        255 , otherwise 
 

where Di(X,Y) is the difference image,  Ri(x,y) is a binary image and  T  is  a 

threshold. In this research, by experiments, it was found that the best T value is 20.  

            

 (a) T=15    (b) T=20       (c) T=25                                       

Figure 3.7 Convert Image To Binary 

6.Noise Filtration: Image, after subtraction has a lot of speckles caused by noise, 

which could be removed only by means of filtration. An effective method is 

threshold filtration just after background elimination. Noise removal using to 

process the binary image depending on binary image Close and Open operations. 

To perform noise filtration, median filter is used Figure 3.8 illustrate the resulted 

image after filtering and close operation . 

The median filter replaces the center value in the window with the median of all 

the pixel values in the window. The kernel is usually square but could be any shape. 

An example of median filtering of a single 3×3 window of values is shown below. 

Y(n) = med (X n-k , X n-k ,…, Xn ,…..,X n+k )    ------(5.5). [MAT 09][CON 08]. 

1.  order  Xj . 

2.  choose middle element. 
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The idea is to calculate the median of neighboring pixels' values. This can be 

done by repeating these steps for each pixel in the image. Store the neighboring pixels 

in an array. The neighboring pixels can be chosen by any kind of shape, for example a 

box or a cross. The array is called the window, and it should be odd sized. Sort the 

window in numerical order; pick the median from the window as the pixels value.  

   

        filter 3×3                                            closed                  

Figure 3.8  Image After Filter Images And Close 

7. Using Sobel edge detection filter's to determine the edges in the image as shown in  

Figure 3.9 .  

    

         Soble        prwaitt    canny 

Figure 3.9  Image After Sobel Edge Detection 

8. The main morphological operations are dilation and erosion. Dilation and erosion 

are related operations, although they produce very different results. Dilation adds 

pixels to the boundaries of objects (i.e., changes them from off to on), while erosion 

removes pixels on object boundaries (changes them from on to off). Figure 3.10 

illustrates the resulted image after dilate operation. 
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Figure 3.10 Image After Dilate 

9. Filling small holes in objects and closing short gaps in strokes using the majority 

black operator. Figure 3.11 illustrates the Image After Fill Image Regions And Holes. 

 

 

Figure 3.11  Image After Fill Image Regions And Holes 

10. Remove small objects less than 3000 pixels, assuming that smaller objects could 

be human, animals, rock or any other thing but vehicle.  Removes from a binary 

image all connected components (objects) that have fewer than 3000 pixels. Figure 

3.12 illustrates the resulted image after Image After Remove Small Object. 

 

Figure 3.12 Image After Remove Small Object 

The flow-graph of preprocessing phase is show in Figure 3.13. 
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Figure 3.13 Preprocessing Phase 
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3.4.2 Module Counting Vehicles 

The first step in detecting vehicles is segmenting the image to separate the 

vehicles from the background. There are various approaches to do this, with varying 

degrees of effectiveness. In this research, to make the segmentation method effective 

and useful, at first separate vehicles accurately from background, then count out 

number of objects (vehicles) in the image. To do so, the following condition will be 

considered (see Figure 3.14 which illustrates the flow graph of counting vehicles 

module): 

- If segment-length (SL)=3 multiples of its width(SW) OR its size 

(hight×width) >15000 is considered an object (vehicle) and counted. 

- If segment size between 22000 and 15000 (i.e. 22000 > size  15000), then it 

is considered as a long vehicle or two attached vehicles and counted as 2 

objects. 

- If segment size between 27000 and 22000 (i.e. 27000 > size  22000), then it 

is considered as a long vehicle or three attached vehicles and counted as 3 

objects. 

- If segment size  27000, then it is considered as a long vehicle or four 

attached vehicles and counted as 4 objects. 

The important pint is that what is needed is the number of vehicles of the 

longest track not all objects on all tracks of road. To solve this point, find-out the 

center-point of each object, compare this point with the start and end points of the 

other vehicles to find out which vehicles are almost in the same level of this vehicle. 

In this case, count them all as one object. 

As has been calculated the time required for vehicle traffic in the empty space 

on the street, where the expense of the empty space between any two consecutive 

terms. Figure 3.15 shows step by step the output of Vehicle counting implementation.  
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Figure 3.14   Model Counting Vehicle. 
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Figure 3.15 Implementation Outcome 

3.4.3 Module Queue Length 

Traffic queuing length could be found by dividing the road into regions 

depending on width of the lanes. In this work, the region is divided into two parts 
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(right and left). At first, image is scanned and edge detection is performed. Then 

dived the resulted image into two lanes (parts). Each part is scanned top-down and 

bottom-up to calculate the queue length, this can be down by (see Figure 3.16).  

 Find the first pixel in first object (by scanning bottom-up and register the 

first white dot), and last pixel in last object (by scanning image top-down 

and register the first white dot). 

  Find the distance between first pixel and last pixel of the object which 

represents the queue length (as will be shown later). 

 Compute how many vehicles in the road by dividing the queue length by the 

assumed vehicle length (the assumed vehicle length is find out by 

calculating different objects sizes in the given images after segmentation) 

taking in consideration different image resolutions will affect the assumed 

object size.   

 

 

 

 

 

 

 

 

 

 

Figure 3.16 Road Map 

The length of the queue has been calculated in 6 ways (for the street has two 

lanes). Firstly, the distance between two points of the XY-plane can be found using 

the distance formula (3.6) which calculates the distance between (x1, y1) and (x2, 

y2). 
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          D=        (x2 – x1)² + ( y2 – y1)²   ……………….(3.6).    [HOW 05] .    

As we take the point any helicopters X2 = X1 to be the Equation  Y2-Y1. 

Beginning at the first column (Start1), the start of the second column (Start2), the end 

of the first column (End1), the end of the second column (End2), Beginning of the 

street (SP), after the beginning of the queue from the beginning of the street (SR). 

The empty space between the queues is (EL), and the safety zone (CP). For categories 

queues, there are six cases, these are: 

1 - The first line is longer than the second line from start to finish. 

     End1<End2 && Start1>Start2 

      D=|End2-Start2|                    ----------------(3.7) 

      SR= |SP-End2|                     

2- the second longest queue of the first line from start to finish. 

                 End1>End2 && Start1<Start2 

                 D=|End1-Start1|                      ----------------(3.8) 

                 SR=|SP-End1|     

5 - the first line is shorter than the second face, and the second longest of his face. 

              Start2<End1 && End1<End2 && Start1<Start2 

              D=|End2-Start1|                            ----------------(3.9) 

             SR=|SP-End2| 

4 - The second line is shorter than the second hand, and the first longest hand. 

            End1>End2 && Start1<End2 && Start1>Start2 

            D=|End1-Start2|           ----------------(3.10) 

            SR=|SP-End1| 

5 - The first column does not participate with the second.  

         End1<Start2    

         D=(End1-Start1)+(End2-Start2) 

         EL=|Start2-End1|                 ----------------(3.11) 

         SR=|SP-End2| 
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8 - the second column does not participate with the first. 

    End2<Start1   

    D=(End1-Start1)+(End2-Start2) 

    EL=|Start1-End2|     ----------------(3.12) 

    SR=|SP-End1| 

After obtaining the queue length of the two lanes, the queue lengths are 

divided by the assumed car length (in this research, the average length of the car 

almost 100 p), and thus the Equation : 

            The number of cars = length of the line \ 100     ----------------(3.13) 

In Equation  3.11 and 3.12, we note that there is a blank space between queues 

this needs to calculate the distance to give them time to cross the vehicle through. 

Figure 3.17 shows low density road at which there is space between the first and the 

last vehicle on lane. 

 

.   

Figure 3.17 Low Density Road 

 

Figure 3.18 shows the flow graph of the Queue Length Module.  
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100: assumed object size . 

Figure 3.18 Queue Module                                                               

3.4.4 Timing  

After number of vehicles computed, the estimated time for each technique 

(depending on the computed number of vehicles) is calculated then compared with 

the actual time from control unit.  

Number of object =~ queue length / 100P 

Image after preprocessing 

 

Divided  traffic image to 

two tracks 

Scan  part A(x1) from Top 

Let X1 be the first white point    

Scan  part A(x1) from End 

Let Y1 be the first white point    

Queue length B = B(x2)-B(y2) 

 

 

Find queue length based on queue type using equation  ------- (3.7,…., 3.12) 

 

 

Scan  part B(x1) from top 

Let X1 be the first white point    

 

Scan  part B(x1) from End 

Let Y1 be the first white point    

 

Queue length A= A(x1)-A(y1) 

 

 

dne 
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      To calculate the time for the first approach (counting vehicle), number of cars 

(NV), for each vehicle (MT=2) seconds were added that represents the time needed 

by each car to move to the next point (forward), one second to prepare for movement, 

and one second to reach the next point. In addition to the time needed by car to reach 

the start point (SR), and the distance between vehicles (EL) which represents empty 

levels are also calculated were the time need to cross ft is 1 second. Thus the 

Equation  of the time needed to get out cars is show in Equation  (3.14). 

       NV_time= (NV) * (MT) + (SR) + (El)    …………………………… (3.14) 

As for the second approach (queue length), time calculation depends on the 

finding number of vehicles (NV) using Equation (3.13). Now, to find out the 

estimated time, the same principles of the first approach is used.  
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Chapter  Four  

 

 

Experimental Results 
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4.1 Introduction  

This chapter covers the experimental results retrieved through the application 

of the proposed technique and presents the analysis of the results. The ability of each 

of the proposed techniques to detect vehicles is a vital issue, because this leads to 

detect exactly the vehicles appears in the images, and eventually to realize the best 

estimated time for green traffic-light for each situation where it should not exceed the 

exact time needed no more no less. The estimated time calculation (for car starting-

up, moving from the current point to the next, and passing the traffic region) based on 

experiment and consultation of the traffic engineer office in Greater Amman 

Municipality.  

In this research, the following factors should be calculated to find out the 

estimated total time needed for green traffic-light:  

 Number of Small Vehicles. (NV).  

 Number of Large Vehicles (BV) is calculated taking in consideration 

that the large vehicle is counted as two small vehicles since it needs 

twice the time needed for small vehicle to move or start- up. In this 

way the problem concerning two contiguous (attached) small vehicles.  

 Number of vehicles on the Same Level (SL) should be specified since 

the vehicles on the same level need approximately the same amount of 

time needed for moving as one vehicle for that counts all vehicles on 

the same level as one vehicle.   

 The distance of the first vehicle from the Start Point (SR). The 

distance is set to one vehicle length and since it is open area, it was 

given half the time needed for vehicle movement. 

 The time needed to move to the next point is set to two seconds (MT). 

After calculating the above factors, the total number of vehicles (NVfinal) that 

affect the estimated time is calculated using Equation  (4.1), while the estimated time 

calculated using Equation  (4.2). 

http://www.ammancity.gov.jo/
http://www.ammancity.gov.jo/
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As has been calculated the time required for vehicle traffic in the empty space 

on the street, where the expense of the empty space between any two consecutive 

terms. (Blank account-level (EL)), and then estimate the distance of time where you 

give each unit a distance of one second to get to them. 

      NVfinal= NV+BV-SL           ……………..(4.1) 

      Time =)NVfinal×MT(+SR +EL     ……………..(4.2)  

For queuing approach, the queue length is calculated as mentioned in chapter 

three. The expected total number of vehicles is calculated using Equation  (4.3). 

Based on the observation of the used pictures, vehicle_length is assumed to be 100. 

the estimated time is calculated using Equation  (4.2) at which Objects_in_queue is 

used instead of NVfinal, as in Equation  (4.4). 

Objects_in_queue= (queue_length)/(vehicle_length)      ……….. (4.3) 

Time =) Objects_in_queue ×MT(+SR + EL      …………………..(4.4) 

4.2 Image Data 

To evaluate the performance of the two proposed approaches, thirty-two 

pictures are taken with different sizes but same resolution. These pictures are 

partitioned into two data-sets, according to the number of cars in the picture, few cars 

with a lot of space as in Figures (4.1 a-l), Crowded pictures as shown in Figures(4.2 

a-l). 

 

 

 

 

. 
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Figures 4.1  Low Density 
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Figures 4.2  High Density 
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4.3 Experimental Results: Analysis & Comparison 

The experimental results analysis and comparison are needed to answer the 

questions:  

 which of the two approaches is more accurate in specifying number of cars on 

road? 

 What is the advantages and disadvantages of each approach.     

Using two different sets of pictures, crowded and non-crowded sets, each of the two 

sets will be analyzed separately and the behavior of the two approaches is evaluated 

by comparing the number of cars predicted by each approach compared with the 

actual number of cars in each picture with each set.  

 The actual time was calculated as follows(after dividing the road into levels as shown 

in figure 4.3): 

1 - Calculate the number of vehicles. (NV). 

2 - Calculate the number of large vehicles. (BV). 

3 - Calculate the number of vehicles that are on one level. (SL). 

4 - Calculating the blank. (EL). 

5 - Calculate the final number of vehicles. (NV_final). 

NV_final = NV + BV-SL 

6 - Account the distance from the  starting point. (SR). 

7 - Calculate the final time (Time). Time = (NV_final × 2) + EL + SR 

 

Figure 4.3 Image is Divided Into Levels 
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 Table 4.1 shows the results of the comparison points (Number of vehicle, 

Estimated time, Empty level, Cars beside other, Distance, number of Big-cars) for 

actual, vehicle counting, and queuing system for pictures that represents low-density. 

Table  4.1  Low Density  
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12 5 2 0 6 3 6 3 11 3 4 0 0 0 4 10 2 4 0 0 0 4 Image (1) 

6 3 0 0 4 2 6 3 6 0 3 1 0 1 3 6 0 3 1 0 1 3 Image (2) 

9 3 0 3 6 3 6 3 11 0 4 0 3 0 4 11 0 4 0 3 0 4 Image (3) 

14 7 0 0 12 6 8 4 10 2 4 0 0 0 4 11 3 4 0 0 0 4 Image (4) 

16 8 0 0 16 8 12 6 11 5 3 1 0 1 3 10 4 3 1 0 0 4 Image (5) 

2 1 0 0 2 1 2 1 2 0 1 1 0 0 2 3 0 1 1 1 0 2 Image (6) 

6 3 0 0 6 3 2 1 4 0 2 1 0 0 3 6 1 2 1 1 0 3 Image (7) 

16 8 0 0 2 1 16 8 11 7 2 1 0 0 3 10 6 2 1 0 0 3 Image (8) 

14 7 0 0 14 7 8 4 8 0 4 0 0 0 4 10 2 4 0 0 0 4 Image (9) 

5 2 1 0 2 1 2 1 4 0 2 0 0 0 2 5 1 2 0 0 0 2 Image (10) 

16 8 0 0 2 1 16 8 12 6 3 1 0 0 4 11 5 3 1 0 0 4 Image (11) 

16 8 0 0 2 1 16 8 11 7 2 1 0 0 3 10 6 2 1 0 0 3 Image (12) 

Note: Although number of vehicles in both actual and counting vehicles are equal, 

but the estimated time is deferent, this is due in actual the number of gaps between 

cars is calculated depending on number of empty levels, while in counting vehicle, 

we find to the distance between contiguous cars and divided by assume car size for 
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that the estimated time will vary. For Example: In photo No. 1, the number of 

vehicles in the actual is 4 and the estimated time is 10 sec, but although in vehicle 

counting number of vehicles is the same (4) but the estimated time is 11 since number 

of empty levels in the actual is 2, while in the counting-vehicles is 3. This gives the 

time in the actual 10 and segmentation 11. 
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Chart 4.1 Number of Vehicle in Low Density  

Chart 4.1 represents the number of vehicles in images with low densities. 

Where we note here that the number of vehicles detected in the counting vehicle is 

almost the same of number in the actual, while in queue, number of vehicles is 

relatively larger because the queue count vehicles based on the deference between 

first and last vehicle divided by vehicle size, regardless if the vehicles exist or not. 

Thus, the calculation time on this basis lead to increase in error rate. The following 

Chart shows the estimated time for low density image for the two suggested methods 

with their average compared with the actual time needed. As shown in Chart 4.2, it is 

clearly seen that vehicle counting is more suitable to be used with low density than 

queuing.   
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Chart 4.2 Estimated Time in Low Density Pictures 

Table 4.2 shows the results of the comparison points (Number of vehicle, Estimated 

time, Empty level, Cars beside other, Distance, number of Big-cars) for actual, 

vehicle counting, and queuing system for pictures that represents high-density 

pictures. 

 
Table  4.2  High Density 

Queue  Segmentation Actual  
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16 8 0 0 16 8 14 7 16 0 8 5 0 3 10 16 0 8 5 0 3 10 Image (1) 

16 8 0 0 16 8 16 8 18 0 9 2 0 0 11 16 0 8 3 0 0 11 Image (2) 

16 8 0 0 12 6 16 8 16 0 8 1 0 1 8 14 0 7 2 0 1 8 Image (3) 

16 8 0 0 14 7 16 8 12 0 6 2 0 0 8 12 0 6 2 0 0 8 Image (4) 

14 7 0 0 14 7 14 7 10 0 5 3 0 0 8 8 0 4 4 0 0 8 Image (5) 

16 8 0 0 16 8 16 8 20 0 10 8 0 3 15 16 0 8 9 0 1 17 Image (6) 
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16 8 0 0 16 8 14 7 18 0 9 3 0 3 9 22 0 9 2 0 4 9 Image (7) 

14 7 0 0 10 5 14 7 10 0 5 4 0 0 9 10 0 5 4 0 0 9 Image (8) 

13 6 0 1 6 3 12 6 19 0 9 2 1 5 6 17 0 8 3 0 1 11 Image (9) 

14 7 0 0 12 6 14 7 14 0 7 4 0 3 8 12 0 6 4 0 2 8 Image (10) 

16 8 0 0 16 8 16 8 22 0 11 4 0 3 12 18 0 9 7 0 1 15 Image (11) 

13 6 0 1 12 6 10 5 19 0 9 2 1 5 6 15 0 7 3 1 2 8 Image (12) 

 

From Charts (4.3 and 4.4), it is clearly seen that is queuing technique behaves 

better than vehicle counting for that it is more suitable to be used with high-density 

situations. 
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Chart 4.3 Number of Vehicle in High Density  
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Estemated time for high density
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Chart 4.4 Estimated Time For High Density  

 Table 4.3 shows the results of the comparison points (Number of vehicle, 

Estimated time) between vehicle counting, and queuing system with respect to actual. 

It also shows the mean square error with respect to actual for all type of pictures  high 

and low density pictures. 

Table  4.3  All Pictures With Mean Square Error (MSE). 

 

Average  Queue  Segment  Actual   

Time # object Time #object Time #objects Time # objects No of image 

12 5 12 5 11 4 10 4 Image (1) 

6 3 6 3 6 3 6 3 Image (2) 

10 4 9 3 11 4 11 4 Image (3) 

12 6 14 7 10 4 11 4 Image (4) 

14 6 16 8 11 3 10 3 Image (5) 

2 1 2 1 2 1 3 1 Image (6) 

5 3 6 3 4 2 6 2 Image (7) 

14 5 16 8 11 2 10 2 Image (8) 

11 6 14 7 8 4 10 4 Image (9) 

5 2 5 2 4 2 5 2 Image (10) 
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14 6 16 8 12 3 11 3 Image (11) 

14 5 16 8 11 2 10 2 Image (12) 

16 8 16 8 16 8 16 8 Image (1) 

17 9 16 8 18 9 16 8 Image (2) 

16 8 16 8 16 8 14 7 Image (3) 

14 7 16 8 12 6 12 6 Image (4) 

12 6 14 7 10 5 8 4 Image (5) 

18 9 16 8 20 10 16 8 Image (6) 

17 9 16 8 18 9 22 9 Image (7) 

12 6 14 7 10 5 10 5 Image (8) 

16 8 13 6 19 9 17 8 Image (9) 

14 7 14 7 14 7 12 6 Image (10) 

19 10 16 8 22 11 18 9 Image (11) 

16 8 13 6 19 9 15 7 Image (12) 

MSE 

(ACTUAL & 

AVERAGE ) 

MSE 

(ACTUAL & QUEUE)  

MSE 

(ACTUAL & 

SEGMENT ) 

MSE 

(ACTUAL & AVERAGE ) time  

11.4455    17..4069 10.000 

MSE 

(ACTUAL & 

AVERAGE ) 

MSE 

(ACTUAL & QUEUE) 

MSE 

(ACTUAL & 

SEGMENT) 

MSE 

(ACTUAL & AVERAGE ) object 

7.6158 13 4.1231 

            Charts (4.5 and 4.6) and the MSE measurements for both techniques shows 

that counting vehicles shows better estimation of time, with respect to actual, than 

queuing system. 
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Chart 4.5 Number of Vehicles For All Pictures  
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Chart 4.6 Estimated Time For All Pictures 

Finally, from execution time point of view, the time needed to calculate the 

estimated time for a particular picture is less than the time needed by queuing system. 
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5.1    Conclusions 

From the experimental results illustrated in the tables and Chart of chapter four, 

one can deduce: 

1. To convert images to binary form, it was found that (by trail and error) the 

best threshold value is 20 since it gives the best result among 15 and 25 and 

solves shadows problem. 

2. From time execution point of view, the segmentation approach is better since: 

the queue length  approach needs approximately 11.0849 second (8.936 sec 

for preprocessing and 2.438 sec for queue algorithm), while counting vehicle 

approach  needs approximately 9.174 seconds (8.936 sec for preprocessing 

and 0.238 sec for segmentation algorithm). The average approximately needs 

11.612 second (8.936 sec for preprocessing and 2.438 for queue length and 

0.238 for segmentation). 

3. From Estimated-time and Number-of-vehicles point of view: the queue length 

is better for high density situations and counting vehicles is better for low 

density since the queuing will assume the space between vehicles also cars.  

4.   Counting vehicles is recommended to be used since it gives best 

approximation results (number of vehicle, estimated time, and execution time) 

compared with actual results for all type of images (see minimum MSE with 

respect to actual situation).  

5.2 Future Works 

1. Shadow removal during day light. 

2. The Weather and the Night Technology development to be able to work 

through the night a valuable distinction of light emitted from the vehicle 

Finder, and find solutions for the problem of lighting and to lesson its effects 

on the technique ,and Technology development to be able to work through 

weather changeability. 

3. Connecting with satellites: Connectivity with satellite images are saluting the 

more vertical accuracy of the photos horizontal. 

4. Extract object without using background image. 

5. Develop the counting number of vehicles so it could work on more that one 

cross point on road (i.e. manage all traffic lights at a cross point). 
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Appendix (A) 

Canny edge detection algorithm: 

The Canny Edge Detection Algorithm has the following steps:  

·    Smooth the image with a Gaussian filter:  Let   denote the 

image;  be a Gaussian smoothing filter where  is the spread of the 

Gaussian and controls the degree of smoothing. The result of convolution 

of  with  gives an array of smoothed data as: 

 

·   Compute the gradient magnitude and orientation using finite-difference 

approximations for the partial derivatives. Firstly, the gradient of the 

smoothed array   is used to produce the x and y partial 

derivatives   and   respectively as: 

  

    The x and y partial derivatives are computed with averaging the finite differences 

over the 2x2 square. From the standard formulas for rectangular-to-polar conversion, 

the magnitude and orientation of the gradient can be computed as: 

 

Here the arctan(x,y)  function takes two arguments and generates an angle. 

·   Apply non-maxima suppression to the gradient magnitude, Given the  being the 

magnitude image array one can apply the thresholding operation in the gradient-based 

method and end up with ridges of edge pixel. But canny has a more sophisticated 

approach to the problem. In this approach an edge point is defined to be a point 

whose strength is locally maximum in the direction of the gradient. This is a stronger 

constraint to satisfy and is used to thin the ridges found by thresholding. This process, 
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which results in one pixel wide ridges, is called ―Nonmaxima Suppression‖. After 

nonmaxima suppression one ends up with an image  

which is zero everywhere except the local maxima points. At the local maxima points 

the value of  is preserved. 

·   Use the double thresholding algorithm to detect and link edges: In spite of the 

smoothing performed as the first step in edge detection, the nonmaxima suppressed 

magnitude image  will contain many false edge fragments caused by noise and 

fine texture. The contrast of the false edge fragments is small. These false edge 

fragments in the nonmaxima-suppressed gradient magnitude should be reduced. One 

typical procedure is to apply a threshold to . All values below the threshold are 

set to zero. After the application of threshold to the nonmaxima-suppressed 

magnitude, an array E(i,j) containing the edges detected in the image  is 

obtained. However; in this method applying the proper threshold value is difficult and 

involves trial and error. Because of this difficulty, in the array E(i,j) there may still be 

some false edges if the threshold is too low or some edges may be missing if the 

threshold is too high. A more effective thresholding scheme uses two thresholds. To 

overcome the problem, two threshold values,  and  are applied to . 

Here . With these threshold values, two thresholded edge images  

and  are produced. The image  has gaps in the contours but contains fewer 

false edges. With the double thresholding algorithm the edges in  are linked into 

contours. When it reaches the end of a contour, algorithm looks in  at the locations 

of the 8-neighbours for edges that can be linked to the contour. This algorithm 

continues until the gap has been bridged to an edge in . The algorithm performs 

edge linking as a by-product of thresholding and resolves some of the problems with 

choosing a threshold. 
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 " التحكم بإشارةِ المرور من خلال اَ ستعمالُ طولَ طابورِ واكتشاف الأجسام"
 

 إعداد الطالب

 عُباده "محمد عدنان" بني عيسى

 

 إشراف الدكتورة

 فينوس سماوي

 

 الخُلاصة

أن الأنشطط ا اتماعية ططا تاتداةططيم ا انعططت ختشطط يل عذا اططا  طط   طط   الأ ططيم   

تمطططتم ن طططيم علادخطططا عطططلتل عا طططمم  تا ططط  تخيلاطططيل   ةطططخل عطططن ال طططلتل  تعطططن الع طططل 

 اغ لات  لتف حل ا العلتل ة ى ال لق.

ن الح      ا الخحث ا ن ا ن اسانم  ل عنهعي ة ى ةطتل أخذط تب خةلطا اةطت ل 

 لدع ا تخ عتب    عتدع ثيخت    إشيلة العلتل خزات ا تعسي ا ععّ نا. 

الذ ا ا   الةتلة عن ةع  يت ) لحستف  ملى ة  هي ةمة  االةتل النيام

ثمّ نساععل الا ن ا ن  تل ال يختل )  اشف  إزالا ال ت يء تالأمسيم الةغ لة(

  .اطة ى العسي  ال ل ق خيتةاعيم تل ال يختل الس يلات العتمتمة    
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العل خطططططيت. احم طططططم ةطططططمم تا ن طططططا  (  ال ل طططططق  ن الن  اططططط ن النهطططططيخ ا ن ة طططططى ذخ  ططططط خططططط

ال  يةططيت الاطط  اشططخر  طط  حمعهططي حمططم  خيتةاعططيم ة ططى امزخططر الةططتلة تعططن ثططم ةططمّ 

 العل خا ال خ ع (.

ل  ططيط  ططتل ال ططيختل  أت  ةططمم عططن العل خططيت   ل شططف الحططتاف اططم اسططاذمام 

 region( ت طططط  امزخططططا الةططططتلة ) عاعططططم ة ططططى أسططططيط sobel ل  ططططا السططططتختل )

growing) 

تأذ لا اساذمعني ععيملا لحسي   التدت الا ل خ  تالتدت الاع ط  لاحم طم التدطت   

الططط زم لاطططال لاشطططيلة ال طططتخ ا الذ طططلاء. ل طططم اعطططت ع يلنطططا الا ن اطططين الع الحاطططين عطططن 

تمهاططط ن عذا ااططط ن الأتلطططى ت ططط  التدطططت الططط زم ةة طططيء ال طططلال لاشطططيلة ال طططتخ ا أ  

الثين ا ت ط  التدطت الع طمل عطن ذط ل الا ن اط ن الط   التدت ال زم الانا    ل خلنيعج. ت 

 احايمر اةشيلة الذ لاء خيلع يلنا عع التدت الح     العنيس  لاال اةشيلة .

تنا مططا لطط لك تمططم الخيحططث أن اسططاذمام امزخططا الةططتلة أ  ططل  طط  اتسططاذمام  

ت عطي لأنر  ين أ  ل    إ ميم التدت العنيس  ح ث  ين ادل  إلى التدت الاع ط  . 

 انططر اطططم ملاسطططا  لطططك ة طططى أنططتاث الةطططتل)  ات ال ثي طططا العيل طططا ت  ات ال ثي طططا ال    طططا(

ح ططث اخططط ن أن اسطططاذمام ا ن ططا  طططتل ال طططيختل عنيسطططخا  طط  حيلطططا الةطططتل  ات ال ثي طططا 

 . العيل ا تل ن امزخا الةتل انيس     النتة ن


